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The thermionic electron emission current emitted from a laser-produced hot spot on a tungsten tar-

get in weakly-ionized deuterium plasma is measured. It is found to be one to two orders of magni-

tude larger than expected for bipolar space charge limited thermionic emission current assuming an

unperturbed background plasma. This difference is attributed to the plasma being modified by ioni-

zation of background neutrals by the emitted electrons. This result indicates that the allowable level

of emitted thermionic electron current can be significantly enhanced in weakly-ionized plasmas

due to the presence of large neutral densities. VC 2015 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4930160]

I. INTRODUCTION

Electron emission from plasma-facing surfaces is

thought to play a central role in the plasma-material interac-

tions of magnetic fusion devices. In the absence of surface

electron emission, the sheath voltage tends to shield the sur-

face from electron heat flux. However, as surface electron

emission increases, either from thermionic emission,1 sec-

ondary electron emission, or field emission from fine mate-

rial structures,2 the sheath voltage decreases, allowing

increased electron heat flux. The resulting increased mate-

rial heating can lead to localized hot spot formation and arc-

ing3 which can in turn lead to increased material erosion

and impurity release into the plasma.4 Research in this area

is therefore important for accurate prediction of plasma-

facing surface erosion and core contamination in future

tokamaks.

The increase in thermionic emission current as a mate-

rial surface is heated and is described by the Richardson-

Dushman equation

jRich ¼ ART2 expð�Hw=TÞ; (1)

where T is the surface temperature, AR the Richardson con-

stant, and Hw the work function. For tungsten, we use the

standard value of AR ¼ 120 A
cm2K2 (Ref. 5) and HW ¼ 4:5 eV

¼ 5:2� 104K. For sufficient emission current, buildup of

space charge at the surface stops further increases in the net

thermionic electron (“thermoelectron”) current leaving the

surface. The case of a floating target assuming ambipolar

flow was derived previously.6 In this case, the sheath poten-

tial drops from /Sheath � 3Te to a limiting value of /Sheath �
0:7Te as the thermoelectron current is increased. The result-

ing space-charge limited thermoelectron current is of order

10 times the plasma ion current to the target. The floating

ambipolar approximation is not necessarily applicable to uni-

polar arcs in fusion devices, however, where the electron

current emitted from a local hot spot can return through adja-

cent conducting surfaces.1

For the more general case of space-charge limited ther-

moelectron current at arbitrary sheath potential, a modified

Child-Langmuir expression was proposed, using the Child-

Langmuir current density

jCL ¼
4

9
e0

ffiffiffiffiffiffi
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me

r
/3=2

Sheath

d2
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but using the sheath potential /Sheath (rather than the usual

electrode potential difference) and d � 2:2kD, where kD is

the Debye length (rather than the usual inter-electrode gap).7

Subsequently, an improved bipolar flow expression at arbi-

trary sheath potential was derived assuming zero ion temper-

ature but including finite thermoelectron temperature.8,9 For

zero thermoelectron temperature, the resulting current is

jIB ¼ jsat=asc ¼
G
ffiffiffiffiffiffiffiffiffi
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where jsat is the ion saturation current supplied by the

plasma, Uw � e/Sheath=kBTe is the normalized sheath poten-

tial, and GðUwÞ is a function of normalized sheath potential

defined in Ref. 9.

The total current going into the target is given by9
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In Eq. (4), the first term is due to incoming plasma ions, the

second due to incoming plasma electrons, and the third due

to the outgoing thermoelectrons. For the experiments pre-

sented here, with Uw � 2� 25, the last term is expected to

dominate by a factor of 10–50, so measuring the total per-

turbed current entering the target during the laser pulse is

expected to give a reasonable measure of the thermoelectron

current.

Previous experiments were performed to test these pre-

dictions using a large biased tungsten plate inserted into a

helium plasma.10 The experiments measured a space

charge limited current which was smaller than the modified
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Child-Langmuir prediction jCL but larger than the improved

bipolar theory jIB. It was hypothesized that this difference

could be due ionization of background helium neutrals by

the thermoelectrons.10

Here, the thermoelectron current from a small (diame-

ter� 0.5 mm) hot spot on a tungsten sample exposed to deu-

terium plasma is measured. These experiments are designed

to simulate hot spot formation and arcing from tungsten di-

vertor plates in magnetic fusion devices. The thermocurrent

is found to be significantly (>100�) greater than predicted

by the improved bipolar theory applied to the unperturbed

plasma only. The difference is also attributed to the effect of

background neutrals. The importance of background neutrals

is confirmed by repeating the experiments in the absence of

the background plasma, showing similar levels of thermo-

electron current. These experiments indicate that thermoelec-

tron currents from hot spots in plasma-facing components

can be significantly larger than unperturbed plasma predic-

tions if significant neutral densities are present.

II. EXPERIMENTAL SETUP

The experiments presented here were performed on the

PISCES-B linear plasma device,11 a steady-state reflex-arc dis-

charge. A schematic of the experimental setup is shown in Fig.

1. Deuterium is used as a fill gas with background neutral pres-

sure PN ¼ 5.2 mTorr. Steady-state plasma conditions in front

of the tungsten target sample are measured with a plunging

Langmuir probe giving electron density ne � 1013=cm3, elec-

tron temperature Te � 4 eV, ion flux Ci � 8� 1018=cm2=s

(corresponding to ion saturation current jisat � 1 A=cm2), and

central plasma potential VS � �8 V. The neutral density in

these plasmas is thus of order 10� higher than the ion density.

The floating potential on the tungsten target with plasma on is

Vf loat � �23 V, but the target is typically biased with bias

voltage in the range VBias ¼ �25 to� 150 V, corresponding to

sheath voltages /Sheath ¼ jVBias � VSj ¼ 17 to 142 V.

The tungsten sample target (diameter D¼ 25 mm, thick-

ness t¼ 2 mm) is transiently heated on center with a Nd:YAG

laser pulse (wavelength 1064 nm, delivered energy E � 0:5 J,

and pulse length of 1–10 ms), temporarily creating thermo-

electron emission from a small (diameter D � 0:5 mm) hot

spot on the tungsten sample surface. The total (net) current

emitted from the sample is measured with a Rogowski coil on

the target bias cable. Only the transient (�2 A) current pulse

created by the laser hot spot is measured by the Rogowski

coil; the steady (�5 A) background plasma current into the

target is measured separately with a shunt resistor. The

increased Da line (H-I 656.1 nm) emission due to the emitted

electrons is imaged by a CCD camera and also by a filterscope

(interference filter þ PMT package, not shown in Fig. 1).

The electrons leaving the tungsten target are expected to

travel axially toward the cathode, due to the axial magnetic

field and since the target bias is typically more negative than

the cathode bias (�30 V with plasma on or 0 with plasma

off). This is supported by CCD images of Da emission,

shown in Fig. 2. Figure 2(a) shows plasma emission, while

Fig. 2(b) shows electron beam Da emission (with back-

ground plasma emission subtracted). Figures 2(c) and 2(d)

show radial and axial profiles of the beam Da emission. It

can be seen that the thermionic electron beam forms a nar-

row (D � 5 mm) filament which attenuates slowly in bright-

ness away from the target, possibly due to energy loss from

collisions with background D2 neutrals.

The fast time evolution of the sample surface tempera-

ture during the heating laser pulse is measured with a two

color near infra-red (NIR) pyrometer. The pyrometer con-

sists of two separate detectors, one at 1300 nm and one at

1550 nm, each with a bandwidth of 100 nm. The system time

response is 10 ls. The individual detectors and other compo-

nents (image splitter, bandpass filters, fiber optics, etc) are

commercially available (e.g., Hamamatsu H10330A-75

PMTs are used), although the system assembly is a custom

design. Two pyrometer calibration steps are performed: first,

the pyrometer temperature measurement is cross-calibrated

with a thermocouple, then the signals are corrected for the

small laser spot size using post-mortem analysis of the laser

spot size. The thermocouple cross-calibration is obtained

during steady-state plasma operation. In this situation, heat-

ing is provided by the plasma and cooling can be varied by

changing the water flow to the back of the target sample. By

varying the cooling flow rate or steady plasma conditions,

the steady-state sample temperature can be varied. The small

steady-state signal offset due to reflected NIR signal from

the hot cathode is corrected by turning off the plasma dis-

charge briefly but leaving the cathode hot. Temperature is

obtained from each absolutely calibrated signal (1300 nm

and 1550 nm) independently; the two values are then aver-

aged to obtain an average pyrometer reading. A ratio tech-

nique is also used as a cross-check to avoid any possible

effects of surface emissivity varying with temperature.

In this experiment, where the laser spot size is smaller

than the pyrometer spot size, correct interpretation of the py-

rometer data requires knowledge of the laser spot size. The

above calibration provides sample temperature for a uniform

temperature across the entire pyrometer measurement spot

size (D � 2 cm). However, the laser-produced hot spot is

much smaller than the laser spot size, so knowledge of the

laser spot size is required to interpret the pyrometer data.

Due to difficult access in PISCES-B and the small focused

laser spot size, direct measurement of the laser spot size at

the sample is challenging, so the laser brightness profile on

the tungsten target is estimated from post-shot analysis ofFIG. 1. Schematic of experimental setup.
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target samples using a confocal microscope. In front of the

focusing lens, the laser brightness profile is found to be well

fit by a Gaussian. It is therefore assumed that the laser power

deposition on the sample is a Gaussian also. This is expected

to be a reasonable approximation, since the f-number of the

system is large (focal length is 75 cm and lens diameter is

5 cm), so aberrations are expected to be small. The time his-

tory of the laser power is known from an external photodiode

measurement made during each laser shot. Delivered laser

power can then be estimated using the known beamline

losses and assuming 50% reflectivity of tungsten.12 This

measured laser power is only a first guess, however, mostly

due to uncertainties in the laser window transmission during

the experiment and uncertainties in the reflectivity of tung-

sten. The final deposited power on the sample at a function

of time and radius is then assumed to be PðR; tÞ
¼ CPMeasðtÞ exp ð�ðR=aÞ2Þ, where PMeasðtÞ is the laser

power vs time measured with the photodiode, C is a normal-

ization factor, and a is the Gaussian beam radius at the sam-

ple. This deposited power is then input into a 2D

(cylindrical) heat diffusion solver to calculate surface tem-

perature as a function of radius R and time t. The slight

incoming laser angle from the surface normal of h ¼ 158 is

ignored here. The 2D heat diffusion solver includes the tem-

perature dependence of thermal diffusivity of tungsten and

radiative cooling of the surface. The deposition depth profile

of the laser heat into the tungsten surface is ignored here;

this has been shown to be a reasonable approximation for

longer (�ms) laser pulses, although not for shorter (�ns)

laser pulses.13 Some cooling may be expected due to evapo-

ration of tungsten from the hot material surface. This was

estimated using standard vapor pressure curves of tungsten

and was found to be negligible in these experiments.

Simulated pyrometer signals are then obtained by radially

integrating over the radial temperature profile assuming

black body radiation and using the steady-state pyrometer in-

tensity calibration.

Tungsten targets heated by laser pulses exhibit a clearly

bounded re-crystallization and cracking region, and the radius

of this region is used here as a constraint on the laser power

scaling factor C and the beam radius at the sample a. The re-

crystallization region is found to have a mean grain size which

grows pulse-to-pulse and also eventually exhibits cracking.

During the laser pulse, the radial profile of laser power causes

a temperature gradient, giving compressive stresses on the

surface, while cooling of the centrally molten region can

cause tensile stresses on the surface.14,15 A combination of

these thermal stresses and brittle-ductile effects then leads to

cracking over the re-crystallization region over multiple laser

pulses.16 This is consistent with observations here, where a

clear re-crystallization region was observed in a single laser

pulse, but then repeated laser pulses were found to sharpen

the re-crystallization region due to cracking, but not change

the outer diameter of the region. The central melt region, how-

ever, was found to grow slowly with number of pulses, possi-

bly due to surface roughening and changing absorption

coefficient. For this reason, measured melt diameter is not

considered to be a useful constraint. We therefore vary a and

C, attempting to best match observed re-crystallization diame-

ter and observed pyrometer signals, in order to determine the

beam radius a. Figure 3 shows an example of simulated py-

rometer signals and surface melting assuming a¼ 0.28 mm

and C¼ 1.13. Fig. 3(a) shows the measured power PMeasðtÞ,
as well as the scaled power CPMeasðtÞ. Fig. 3(b) shows meas-

ured and simulated pyrometer signals. For plotting purposes,

the simulated pyrometer signals are converted to a

FIG. 2. Da line emission images of (a)

initial target plasma and (b) thermionic

electron beam created by laser pulse

(with target plasma emission sub-

tracted) as well as (c) radial Da profile

and (d) axial Da profiles of electron

beam.
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temperature assuming a top hat profile with diameter

D¼ 0.5 mm, which was also used in the actual pyrometer

analysis. Fig. 3(c) shows the simulated peak temperature pro-

file, including melting temperature (T¼ 3695 K) and re-

crystallization temperature (T¼ 1600 K). The image shown in

Fig. 3(d) and the other images used in this analysis used 100

repeated laser pulses. One source of error in this method is

uncertainty in the re-crystallization temperature. Previous

experiments found values ranging from 1900 K for pristine

tungsten to 1300 K for severely damaged tungsten;16 an aver-

age value of 1600 K is used here. The error in a resulting from

this uncertainty in re-crystallization temperature is not large,

due to the large temperature gradient at the edge of the laser

spot, as seen in Fig. 3(c).

Overall, the fits indicate a beam radius at the target in

the range a � 0:3� 0:34 mm. This range is roughly consist-

ent with (but more precise than) simple estimates of the laser

spot size at the target from geometrical optics using the laser

geometry, lens focal length, measured beam profile, and

measured beam divergence, giving a � 0:3� 0:8 mm.

Figure 4 shows examples of fits from four different target

laser spots, illustrating the sensitivity of the method to beam

radius. The laser pulse length was varied for the four differ-

ent cases to change the resulting temperature profile on the

target, but the optics (and beam radius a) were not varied.

Figure 4(a) shows the peak pyrometer temperature, measured

and simulated, as well as best fits for three different values

of a (trying to match both pyrometer temperature and re-

crystallization diameter simultaneously). Figure 4(b) shows

the measured (after 100 laser shots) and modeled (assuming

a recrystallization temperature of 1600 K) re-crystallization

diameter. Figure 4(c) shows the melt diameter and Fig. 4(d)

the pulse energy. It can be seen that a¼ 0.32 mm does a rea-

sonably good job of matching pyrometer data and re-

crystallization radius in all four cases. The simulations tend

to underestimate the melt diameter, probably due to the

multi-pulse surface modification effect mentioned above. It

can also be seen that the delivered energy, Fig. 4(d), tends to

be underestimated slightly, according to this analysis.

Variation of the laser beam radius during the heating

pulse is believed to be negligible in these experiments. There

is no significant variation of the laser beam profile measured

at the laser during the heating pulse. Also, because of the

very low plasma density and the long (� ms) laser pulse

length, which avoids surface ablation, laser-plasma interac-

tions are believed to be negligible here.

III. RESULTS AND ANALYSIS

Using a laser spot size of a¼ 0.32 mm, together with py-

rometer time traces and the 2D heat diffusion model, it is

possible to quickly reconstruct surface temperatures for dif-

ferent conditions without removing the sample and meas-

uring the re-crystallization diameter. In this faster method of

analysis, only the power normalization factor C is scaled as a

free parameter to best match the pyrometer data. Figure 5

shows an example of an experiment with the plasma on and

target bias VBias ¼ �50 V. Figure 5(a) shows the measured

and scaled laser power vs time. Figure 5(b) shows the meas-

ured and fit pyrometer signals, as well as the predicted cen-

tral (R¼ 0) sample temperature vs time. Figure 5(c) shows

the net thermoelectron current measured by the Rogowski

coil, as well as the gross thermoelectron current calculated

from the Richardson-Dushman equation. Also, shown in Fig.

5(c) is the net emission current estimated from the plasma-

subtracted electron beam Da brightness. This is done using

the electron-impact cross section for dissociative excitation

of D2 and assuming that all the current is carried by primary

thermoelectrons.17 The electrons were assumed to be

FIG. 3. Simulated pyrometer signals and surface melting assuming beam ra-

dius a¼ 0.28 mm and power scale factor C¼ 1.13 showing (a) measured

and scaled laser power vs time, (b) measured and simulated pyrometer sig-

nals vs time, (c) simulated peak temperature vs radius, and (d) image of laser

damage to target showing melt and re-crystallization regions after 100 sepa-

rate laser shots.

FIG. 4. Fits to four different laser spots, varying dominantly by pulse length,

after 100 shots, varying spot diameter 2a and pulse energy scale factor C to

best match pyrometer temperature and re-crystallization diameter showing

(a) measured and fit peak temperature, (b) re-crystallization diameter, (c)

melt diameter, and (d) absorbed pulse energy.
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monoenergetic with energy equal to the sheath potential.

Neutral D2 density is estimated from the measured neutral

pressure (5.2 mTorr) using typical (with factor of 2 variation)

neutral temperature measured spectroscopically in these

plasmas in previous experiments, TN¼ 0.1 eV.18 It can be

seen that Da estimate for beam current is roughly consistent

(within a factor of 2) with the Rogowski measurement, con-

sistent with the picture that the thermionic electron current is

dominantly traveling in a beam from the target back to the

plasma cathode. Figure 5(d) shows the predicted melt radius

as a function of time. Also plotted is the approximate ther-

moelectron emission radius at the target; this is needed for

analytic estimates of the space-charge limited emission cur-

rent. Here, we approximate the emission radius remis from

the predicted Richardson thermionic emission current den-

sity at the surface: r2
emis � ð2=jRichðR ¼ 0ÞÞ

Ð
jRichðRÞRdR. It

can be seen that remis tends to be smaller than the melt radius,

so most of the thermoelectrons in these experiments appear

to come from a region of molten tungsten. This is not

thought to be important in these experiments though (i.e.,

surface temperature effects are expected to dominate over

surface morphology effects). Also, it can be seen that remis is

much smaller than the Da emission radius far from the sam-

ple of about 3 mm, Fig. 2(c). This is not investigated here,

but may result from radial transport due to the strong space

charge and resulting strong E� B rotation in the initially

quite narrow electron beam emitted from the surface.

Additionally, due to the rather weak axial magnetic field

B¼ 0.01 T used in PISCES-B, the electron gyroradius is

comparable to the laser spot size, qe � 1 mm (assuming

10 eV perpendicular energy).

To compare data from experiments with different bias

voltages and neutral pressures, and with background plasma

on or off, the measured and predicted currents at the point

where the gross (Richardson) current equals 1.5 A are cho-

sen, shown by the dashed vertical line in Figs. 5(b) and 5(c).

This value is chosen because it lies roughly in the center of

the emission current pulse, giving good signal levels, as

shown in Fig. 5(c).

Figure 6(a) shows the measured (Rogowski) target ther-

moelectron current as a function of target bias with plasma

on and neutral pressure of 5.2 mTorr. It can be seen that the

modified Child-Langmuir and improved bipolar predictions

applied using the unperturbed plasma only show trends

which are similar to the data (rising current with increasing

bias voltage) but tend to be of order 100� too small. The

improved bipolar prediction, which is expected to be more

correct, actually shows worse agreement with the data. We

hypothesize that the electron beam creates a small local

FIG. 6. Measured and predicted net thermionic current taken at a total emis-

sion current of 1.5 A showing (a) bias voltage scan with background plasma

on and neutral pressure of 5.2 mTorr, (b) bias voltage scan with background

plasma off (at high and low pressures), and (c) neutral pressure scan with

background plasma off and target bias of �50 V.

FIG. 5. Laser pulse heating experiment with fits with fixed laser spot size

a¼ 0.32 mm showing (a) laser power vs time, (b) pyrometer signal vs time

(measured and fit), (c) measured net emission current and predicted gross

(Richardson) thermionic emission current, and (d) melt radius vs time.
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plasma through ionization in its current channel, modifying

the plasma locally. Although the net emission current from

the target is of order 100� smaller than the plasma source

current (2 A compared with 170 A), the emission area is

250� smaller (D¼ 0.2 mm for the emission spot compared

with D¼ 50 mm for the background plasma) so it is reasona-

ble to expect that the electron beam can strongly perturb the

plasma conditions locally within the emission radius.

At present, it is not possible to accurately measure or

calculate self-consistently the perturbed plasma parameters

in the thermionic electron beam in these experiments.

However, it is possible to construct a simple model of the

perturbed plasma ion current resulting from ionization of

background neutrals. We assume that ions formed by neutral

ionization within axial distance 0< z< L/2 flow back to the

target (ions created in the region L/2< z< L are assumed to

flow into the cathode), where L¼ 145 cm is the cathode-

sample distance and we take z¼ 0 to correspond to the target

surface. The resulting ion saturation current is then used to

determine the allowable space-charge limited electron cur-

rent released from the target using the improved bipolar

model. This situation is unstable: if the neutral ionization

source term is sufficiently large, the emission current runs up

to its maximum possible value, given either by neutral burn-

through or the Richardson current (the latter is expected to

be the case in here). Conversely, if the ionization source

term is small, the emission current falls down to its minimum

value given by unipolar emission. This can be expressed as

jNeutral ¼
jRich; ai > asc

jBeam; ai < asc;

�
(5)

where jRich is given by Eq. (1), and jBeam is the expected uni-

polar space-charge limited current in the absence of back-

ground plasma. For a non-relativistic electron beam with

top-hat current profile and radius b, this is roughly19

jBeam ¼
IA

b2

2~/w=3
� �3=2

1=2þ 2 ln Rw=bð Þ ; (6)

where IA ¼ 17 kA, Rw is the grounded wall radius, and ~/w �
Ekin=mec2 is the normalized electron kinetic energy. Here,

we assume the electron kinetic energy to be equal to the

sheath potential, Ekin � e/Sheath for the purposes of space-

charge flow limitations. In Eq. (5), ai is the ratio of the sys-

tem length to ionization mean free path, ai � 1
2

LnD2ri and

asc is the space charge limited ratio of ion saturation current

to thermoelectron current from the improved bipolar model,

Eq. (3). For the ionization cross section ri, we use the cross

section for direct ionization of D2, eþ D2 ! 2eþ Dþ2 ,

which is expected to be the dominate ionization process

here.20 For the purposes of mean ionization over the long

system length, the electron energy is simply assumed to be

half the unperturbed sheath potential, Ekin � 0:5e/Sheath. It is

likely that there is a perturbation to the plasma space poten-

tial in the plasma column by the electron beam, and this will

affect the electron kinetic energy in the plasma column and

thus the ionization length. This effect was neglected here

though for the purposes of calculating the ionization length.

The change in plasma space potential resulting from the nar-

row electron beam cannot be measured by standard methods

(Langmuir probe plunges or Doppler shift of spectroscopic

lines due to E�B rotation), so is challenging to determine

experimentally.

The thermoelectron current predicted by the improved

bipolar model, Eq. (5), using only the estimated pulsed

plasma ion current, is shown by the green curve in Fig. 6(a).

It can be seen that this model is much closer to the measure-

ment for higher bias voltages when compared with the modi-

fied Child-Langmuir and improved bipolar models using

only the unperturbed plasma. At low bias voltages, the per-

turbed plasma model fails badly, possibly due to the neglect

of the background plasma in the simplified model. This is

consistent with data taken with the plasma turned off, shown

in Fig. 6(b). At the same background neutral pressure, the

higher bias voltage data are similar to the “plasma-on” data,

Fig. 6(a). However, at lower bias voltages, the “plasma-off”

data are much lower, consistent with the background plasma

dominating the thermoelectron current at low bias voltages.

A bias voltage scan was done with no plasma and no back-

ground neutrals, shown in Fig. 6(b) as hollow diamonds. In

this case, the measured current is extremely low, in agree-

ment with the pulsed plasma model. Finally, a neutral pres-

sure scan was performed at fixed bias voltage and with no

plasma. As predicted by the pulsed plasma neutral ionization

model, a sudden transition from low thermoelectron current

to high thermoelectron current is observed, Fig. 6(c). This

sudden transition supports the basic physics of the pulsed

plasma model, i.e., that the observed thermoelectron current

pulse arises dominantly from a pulsed plasma created tempo-

rarily by background neutral ionization. Field emission has

been ignored here and is thought to be small because of the

huge increase in electron current seen as temperature is

increased, Fig. 5(c), consistent with thermionic emission.

Also, because of the continuous sample surface melting and

re-crystallization, the tungsten surface is expected to be rela-

tively smooth, and thus not susceptible to large field

emission.

IV. SUMMARY

Overall, this work demonstrates that simply using the

initial background plasma for estimating space-charge lim-

ited thermoelectron current from a hot spot on a plasma-

facing surface can be incorrect in the presence of significant

neutral density. The emitted electrons can ionize the back-

ground neutrals, which can significantly increase the allow-

able thermoelectron current. A rapid bifurcation can occur

with increasing neutral pressure, where the thermoelectron

current suddenly jumps to a maximum set by either the

Richardson level (the case in these experiments) or by neu-

tral burn-through (possibly the case in situations with a

broader emission radius). These results are expected to be

relevant to many magnetic fusion energy experiments, where

plasma-facing surface layers quickly (usually within several

seconds or less) become saturated with hydrogen and neutral

flux out of the walls is comparable to plasma flux into the

wall. In these cases, neutral densities near the wall are
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expected to be comparable or greater than the plasma den-

sity, so space charge limited thermoelectron current from hot

spots could be greater than estimated from the background

plasma ion saturation current alone, thus resulting in a modi-

fication of surface erosion rates due to arcing. The present

work does not derive a careful expression for thermoelectron

current in the presence of both background plasma and neu-

trals. As can be seen in Fig. 6(a), the present simple neutral

ionization model ignoring background plasma fails badly at

low bias voltages. Future work will therefore need to develop

a self-consistent model for space-charge limited thermoelec-

tron current, including both neutrals and background plasma.
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